
HPOLabeler: Improving Prediction of 
Human Protein-Phenotype Associations 

by Learning to Rank

Lizhi Liu  (Presenter)
Xiaodi Huang, Hiroshi Mamitsuka, Shanfeng Zhu

School of Computer Science
Shanghai Key Lab of Intelligent Information Processing

Fudan University, Shanghai, China

Email: liulizhi1996@gmail.com

Website: http://issubmission.sjtu.edu.cn/hpolabeler/



Problem	Statement

Predicting HPO annotations of Human Proteins

HPO (Human Phenotype Ontology)

Our goal: Using machine learning techniques 
to integrate multiple data sources and improve 
the performance



Our	Proposal	— HPOLabeler

Key Points
• Ensemble learning : Stacking

• Learning to Rank to integrate 
multiple basic models to further 
improve the performance

• Only one better than Naïve 
method in temporal validation



Feature	Extraction	– PPI	Networks

STRING

GeneMANIA

BioGRID



Feature	Extraction	– GO	annotations

GO BP/CC/MF



Feature	Extraction	– InterPro

InterPro signatures



Feature	Extraction	– Amino	Acid	Sequences

Trigrams



Basic	Model	– Logistic	Regression	

LR model for each HPO term



Basic	Model	– Nearest	Neighbor

Nearest Neighbor on 
STRING, GeneMANIA and BioGRID



Basic	Model	– Naïve

Naïve



HPOLabeler	– Step	1:	Candidate	Generation

• Top-k of HPO terms on each of basic 
models are selected

• Take the union of these subsets as 
the finalized candidates



HPOLabeler	– Step	2:	Feature	Generation	for	LTR

String-of-scores



HPOLabeler	– Step	3:	Ranking

• Re-rank candidates based on LambdaMART
• Receive a ranked list of predictive scores



Evaluation	1:	Cross-validation

2018-07-27

3,722 proteins 8,067 HPO terms Avg. 119.4 annotations



Results	of	Cross-validation	– Basic	Models

l Nearest Neighbor 👍

l PPI👍

l NN > LR



Results	of	Cross-validation	– Comparison



Facts:	HPO	and	Annotations	are	unbalance
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Results	of	CV	– Avg.	AUC	group	by	frequency

l High-frequency groups  😊

l Low-frequency groups   😐



Results	of	CV	– Leave-one-source-out

l PPI: most informative

l NN: best performing

l All changes < 0: indispensable



Evaluation	2:	Temporal	Validation
HPOLabeler

2017-02-24

Basic models
Training

HPOLabeler

2018-03-09

L2R
Training

HPOLabeler

2018-12-21

Test



Results	of	Temporal	Validation	– Comparison



Findings:	HPO	annotations	are	incomplete

#HPO terms associated with 
a protein in each dataset

AUPRs evaluated by HPO annotations 
released at different times



Findings:	HPO	annotations	are	incomplete

Predicted associations (Excerpt) which were 
evaluated as negatives by old annotations but 
appeared in the latest release in Feb. 2019, 
meaning that all are actually positives

Avg. #HPO annotations of newly added 
proteins keep increasing with time



Online	Platform

http://issubmission.sjtu.edu.cn/hpolabeler/



Conclusions

• We propose HPOLabeler, which is able to integrate diverse types of 
evidences including PPI, GO, InterPro and trigrams, in the framework of 
Learning to Rank.

• We empirically validated the performance of HPOLabeler, which 
significantly outperformed all competing methods.

• Further examinations of the experimental results indicate that: 
• PPI is the most informative data source;
• lower predictive performance in temporal validation might be caused by 

incomplete annotations of new proteins. 

• We developed an online platform:
http://issubmission.sjtu.edu.cn/hpolabeler/
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