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Challenge — GNNs Fail under Heterophily
• Due to the message passing mechanism, GNNs have 

achieved remarkable success on homophilic graphs, where 
connected nodes usually share the same label.

• But the performance drops sharply on heterophilic graphs, 
where connected nodes often belong to different classes.

Core Issue — Heterophily Mixing
• Messages from dissimilar classes become entangled during 

aggregation, diluting class-discriminative information.

Our Solution — XMan-GNN Routes Messages by Class
• We assume that nodes of different classes lie on distinct 

geometric manifolds, and thus model nodes on a mixed-
curvature product manifold.

• During message passing, information is constrained to flow 
within class-specific submanifolds, preventing semantic 
interference from heterogeneous neighbors.

Introduction

Step 1: Attention-based Soft Label Assignment

Step 2: Manifold-aware Message Aggregation

Step 3: Initial Residual Connections

Methodology

Note: All are 
Hyperbolic 
Operations



Ø Performance on heterophilic graphs 
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Ø Performance on homophilic graphs 
• XMan-GNN also achieves the best results across all homophilic datasets.

Ø Evaluation on synthetic dataset

Ø Over-smoothing analysis

Avg. Rank: 
1.5


