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Motivation

GNNs suffer from sparsity and noise
• Message passing relies only on observed 

edges, which is hard to capture missing 
(unobserved) user-item relations.

• The noisy or spurious interactions can propa-
gate misleading signals, thereby distorting the 
encoding of user/item representations.

Transformers ignore graph topology
• Global all-pair attention can theoretically model 

hidden dependencies. Yet, CF’s ID embeddings 
(randomly initialized) lack semantic supervision, 
making attention scores become unreliable.

• Existing positional encodings (PEs) insufficiently 
capture the bipartite graph structure.

Methods

Our Core Idea: From ID-driven to Topology-driven Attention for Collaborative Filtering
Contrib. #1: Topology-guided Graph Transformer (ToBE)

• Replace ID-based attention with purely topology-guided self-attention (TGSA).
• The attention weights depend only on topological PEs.
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Contrib. #2: Two Bipartite-specific PEs
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• Laplacian PE → captures global graph geometry.

Results
Main Results

Ablation Study Robustness Analysis 

• Consistent SOTA performance: ToBE 
outperforms all baselines by 0.31-6.47% 
across six benchmark datasets.

• Topology-driven attention is key: 
Introducing topological PEs yields better 
performance, demonstrating the effective-
ness of TGSA.

• Stable under sparsity & noise: ToBE 
maintains strong performance even when 
some of edges are removed or corrupted, 
showing resilience to data sparsity and 
noisy interactions.

GitHub Homepage

Scan me for more!


